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Recent wearable devices enable continuous and unobtrusive monitoring of human’s physiological parameters, like e.g.,
electrodermal activity and heart rate, over long periods of time in everyday life settings. Continuous monitoring of these
parameters enables the creation of systems able to predict affective states and stress with the goal of providing feedback
to improve them. Deployment of such systems in everyday life settings is still complex and prone to errors due to the low
quality of the collected data impacted by the presence of artifacts. In this paper we present an automatic approach to detect
artifacts in electrodermal activity (EDA) signals collected in-the-wild over long periods of time. To this end we first perform a
systematic literature review and compile a set of guidelines for human annotators to label artifacts manually and we use
these labels as ground-truth to test our automatic approach. To evaluate our approach, we collect physiological data from 13
participants in-the-wild and two human annotators label 107.56 hours of this data set. We make the data set publicly available
to other researchers upon request. Our model achieves a recall of 98% for clean and shape artifacts classification on data
collected in-the-wild using leave-one-subject-out cross-validation, which is 42 percentage points higher than the baseline.
We show that state of the art approaches do not generalize well when tested with completely in-the-wild data and identify
only 17% of the artifacts present in our data set, even after manual adaption. We further test the robustness of our approach
over time using leave-one-day-out and achieve very similar performance. We then introduce a new metric to evaluate the
quality of EDA segments that considers the impact of not only artifacts in the shape of EDA but also artifacts generated by
environmental temperature changes or user’s high intensity movement. Our results imply that we can eliminate the need
for human annotators or significantly reduce the time they need to label data. Also, our approach can be used in an online
manner to automatically detect artifacts in EDA signals.
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1 INTRODUCTION

The activation of sweat glands in the human body causes changes in the electrical conductivity of the skin. This
phenomenon - usually referred to as Electrodermal Activity (EDA) or Galvanic Skin Response (GSR) [3] - can be
measured using inexpensive, body-worn devices. Even though not without controversy [39], it is widely accepted
that humans’ affective states and stress levels can be inferred from EDA measurements [3, 38]. This is because
EDA is linked to the physiological arousal induced by the Sympathetic Nervous System (SNS) in response to
humans’ distress or eustress [3].

The possibility to infer a person’s emotions and other “internal states” like cognitive load or distress is a
fundamental premise towards the creation of ubiquitous computing systems that can “sense, interpret, adapt, and
potentially respond appropriately to human emotion” [42]. Traditional research on EDA was however conducted
mainly in laboratory or semi-controlled settings, and using equipment inadequate to be carried in daily-life
situations for long periods of time. This has left open the question about whether results obtained in laboratory
experiments would find application in real-life scenarios.

The recent availability of truly robust and unobtrusive, mainly wrist-worn devices able to measure EDA
in-the-wild has thus spurred new vigor to this topic and research has moved from the lab to real-life settings [13,
20, 28, 29, 52, 53, 55, 56, 62]. For instance, Hernandez et al. [28] use EDA data of call center employees to detect
stressful calls and provide them timely interventions to improve their productivity. Taylor et al. [62] instead
investigate a multi-task approach to predict daily mood, stress and health of college students using EDA data and
other sensory inputs.

The use of EDA data collected in ambulatory settings is however hampered by a major issue: data quality. Even
when collected in laboratory settings, EDA signals — as well as other physiological signals including heart rate -
are affected by artifacts. These are defined as “changes in the recorded biosignal which do not stem from the signal
source in question” [3] and may be caused by the recording procedure or by “physiological responses in systems
other than the electrodermal one” [3]. In ambulatory settings, artifacts may become so predominant to make the
entire recorded signal unusable. Wang et al. [65], for instance, discard all EDA data collected over several weeks
due to the low quality of the signals. Other researchers also report that they discard significant amounts of EDA
data in the data cleaning phase [13, 20, 26, 29]. Shukla et al. [59] also show that artifacts may mask the existence
of correlations in the data.

While detecting and removing artifacts is necessary and crucial step in any EDA data analysis pipeline, the
current means available to do so are surprisingly limited. The widely adopted textbook by Boucsein stresses
that the “detection of artifacts in the EDA signal necessitates a visual inspection of the data sequence” [3]. Visual
inspection is however cumbersome and time-consuming, and thus seriously impractical for data sequences
collected for many users and continuously over weeks or months. Signal processing techniques — like, e.g.,
low-pass filtering [28, 37] — can be applied to avoid visual inspection. However, these approaches modify the
entire EDA trace thereby distorting also genuine physiological responses [70] or, conversely, cause true artifacts
to be transformed into genuine-looking data [35].

To cope with the limitations of visual inspection and signal processing approaches, recent research focused on
devising methods to automatically detect and remove individual artifacts using, e.g., rule-based techniques [36],
or supervised [61], semi-supervised [66] and unsupervised [70] machine learning approaches. These approaches
have mainly been tested using data from a specific context — i.e., in a laboratory setting where users perform a
predefined set of tasks [61] — or a specific demographic group of users [36], which might be difficult to generalize to
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new contexts or even new users. In addition they do not consider the impact of user’s movement and environment
temperature change to differentiate data segments with high or low quality, which we believe is critical to allow
researchers to develop comprehensive methods to judge whether or not specific segments should be included
in their data analysis pipeline. To enable the creation and deployment of EDA-based systems in-the-wild, it is
however necessary to first devise effective methods to recognize the quality of the data being collected, which is
the focus of the work presented in this paper.

In this paper we present our findings in automatic detection of artifacts in EDA signals collected in-the-wild
over long periods of time. The main goal of our work is to propose an automatic approach to detect artifacts
in the shape of EDA signals, which we refer to as shape artifacts and to estimate the overall quality of EDA
signals by considering artifacts caused by user’s movement and environmental temperature, which we refer to
as thermoregulation responses. To detect shape artifacts we build upon ensemble and deep learning techniques,
which have shown great success in many tasks, like e.g., activity recognition [49] or affect detection [62], but
have not previously been explored for this problem. To quantify thermoregulation responses we propose a
new metric - EDAgy — that considers not only the amount of shape artifacts as in existing work in literature
[10, 35, 35, 59, 61, 66], but also artifacts that resemble physiological responses. To evaluate our approach, we
collect a data set from 13 users in-the-wild over the long term and two human annotators label 107.56 hours of this
data set. This represents a larger data set than those used in similar studies [35, 36, 59, 61, 70]. Our results show
that shape artifacts can be identified with a recall of 98% using deep neural networks and ensemble classifiers,
which is 42 percentage points higher than the baseline classifier. Further we test the generizability of our approach
to a new user and show that we can effectively identify artifacts in completely unseen data.

Shape artifacts detection could eliminate the need for researchers to manually inspect the data by, for instance
being embedded in the EDA processing pipeline to automatically find segments of data that need visual inspection
or to completely remove them. This would significantly reduce the amount of time needed by researchers to
visually inspect the amount of data being recently collected in ambulatory studies. EDA quality quantification on
the other hand could help researchers to improve their detection tasks by providing information on which data
is more reliable. This would then be used to inform the real-time EDA-based monitoring systems to not send
interventions in inopportune moments or with inappropriate content. To summarize, this paper presents the
following contributions:

e We collect a data set from 13 participants in-the-wild using wearable sensors and two human annotators
label 107.56 hours of this data set. To the best of our knowledge, this is the largest data set with annotations
of EDA shape artifacts. We provide our data set to other researchers upon request to reproduce the results
or perform further analysis.

e We present an automatic approach that identifies shape artifacts in EDA with 98% recall, which is 42
percentage points increment from the baseline. We show that state of the art approaches do not generalize
well when tested with completely in-the-wild data or identify only 17% of the artifacts present in our data
set, even after manual adaptation. We further train and test existing approaches with in-the-wild data and
show that our approach still achieves 8 percentage points increment for shape artifacts detection.

e To enable manual investigation and labeling of EDA traces, we first compile a set of labeling guidelines,
through a systematic literature review. We then develop an open-source dashboard - the EDArtifact -
following standard dashboard design principles and overcoming limitations of existing dashboards, which
we make publicly available to other researchers.

o We show statistical evidence that three factors: presence of shape artifacts, change in temperature environ-
ment and vigorous physical activity of the user significantly impact the features used commonly in EDA
analysis. We propose a new metric — EDAgy - that reflects the quality of EDA based on these three factors.
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The structure of the paper is as follows. We present motivation and methodology of our approach in Section
2. We describe the data set we collected in Section 3. We expand on our framework on EDA shape artifacts
detection in Section 4. We then discuss the classification results in Section 5. Following that, we explain our
approach to devise ground-truth in Section 6. In Section 7 we define and discuss the EDA quality index. We
present implications of our approach in Section 8, and in Section 9 we discuss limitations and possible directions
for future work. We describe related work on shape artifacts detection and overall EDA quality estimation in
Section 10. We present concluding remarks in Section 11.

2 MOTIVATION AND METHODOLOGY OF OUR APPROACH

Our main goal is to develop an automatic approach to recognize artifacts in electrodermal activity (EDA) signals
collected in ambulatory settings over long periods of time. In this section we further elaborate the definition of
EDA and artifacts, and discuss our approach for automatic recognition of artifacts.

EDA indicates the physiological arousal of a person, which measures the changes in electrical potential on the
skin surface due to eccrine sweat gland activity [3]. The main characteristic of EDA are peaks, known as skin
conductance responses (SCRs) [3], which occur as a reaction to a stimuli. Measurement of EDA in ambulatory
settings creates uncertainty on what causes the peaks in the signal and hence, makes the signal vulnerable to the
presence of artifacts. As of the standard textbook for EDA data collection and analysis [3] "artifacts are defined as
changes in the recorded bio-signal, which do not stem from the signal source in question. Instead, they may result from
the recording procedure or from physiological responses in systems other than the electrodermal one". Among the
factors that influence the presence of artifacts in ambulatory EDA signals are the recording procedure (e.g., the
stability of electrodes) [3, 26], the influence of environment temperature (e.g., temperature rise or drop) [3, 57],
and the user’s physical activity [3, 16, 36, 45, 70]. These factors cause artifacts that could resemble or not SCRs.
For this reason we divide artifacts into two sub-groups described as follows:

o Shape artifacts refer to artifacts that do not resemble physiological responses. Figure 5 presents several
examples of shape artifacts. Improper placement of electrodes or their movement for instance causes abrupt
changes in the signal that cannot be generated by the electrodermal system itself and do not conform to
the specifications of physiological responses. We compile a set of guidelines - specific to the SCRs shape
and for the EDA in general — for human annotators to manually identify shape artifacts. We then derive
features based on these heuristics to capture the characteristics of SCRs and use these features as input to a
classification pipeline to distinguish shape artifacts from clean physiological responses.

o Thermoregulation responses refer to physiological responses that are similar to EDA responses but are not
caused by the electrodermal system. High physical activity or even increase in environmental temperature
rises user’s sweating — i.e., to dissipate the body heat generated — and hence, leading to physiological
responses in EDA signal caused by thermoregulation rather than the electrodermal system [16]. Figure 6
shows an example of thermoregulation responses in the EDA signal. Such artifacts might be misinterpreted
as physiological responses elicited by for instance an emotion, reducing the reliability of an emotion
recognition system, as in [68]. Since thermoregulation responses are frequently encountered in practical
applications, they represent a serious problem that needs to be addressed but has so far gained little
attention in EDA analysis. To identify these artifacts, we suggest to use the accelerometer sensor to detect
the parts of the signal with high intensity movement and skin temperature sensor data to identify the parts
when the environment temperature is not constant. We use the skin temperature as a proxy of environment
temperature because the latter is essentially a low pass version of the skin temperature [18].

We therefore suggest to consider not only shape artifacts but also thermoregulation responses before further
analysis of the EDA signal. Thereby, we propose an EDA quality metric that considers and weights the user’s
movement intensity, the environment temperature changes and the presence of shape artifacts.
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3 DATA SET

To evaluate our approach for shape artifacts detection, we run an in-the-wild study at our institution to collect
data while users perform their daily activities in a totally unconstrained setting. We collect in total 2260.03 hours
of data from 13 participants — to which we refer as collected data — and we annotate 107.56 hours of this data from
13 participants — to which we refer as annotated data. For our analysis we use the annotated data and we provide
both the collected and annotated data to other researchers upon request!. We provide below details about the
participants, the procedure we followed and the data we collected and annotated.

3.1 Procedure and Participants

We recruit 16 participants (6 females and 10 males) for approximately 30 days between October and December
2018. The majority of participants are of age in the range 20-30 and one 30-40. The participants are either students,
researchers or lecturers at our institution. To recruit the participants, we present the study during one of the
lectures of a course held at our institution. We therefore inform the participants about the purpose and duration
of the study, the devices used and the data collection procedure to be followed. Participants who volunteered
to participate signed an informed consent form - in accordance with the Institutional Review Board at our
institution — and received their data to analyse as part of the assignments of the course. We ask the participants
whether or not they provide permission to analyze their data for research purposes after being anonymized. Out
of the 16 participants, two declined permission to use their data and from one participant we did not receive any
data. Thereby, we end up having data from 13 participants.

3.2 Collected Data

To collect physiological data from participants, we use the E4 wristband presented in [18]. The E4 is a lightweight,
unobtrusive wristband equipped with four sensors that measure: the electrodermal activity (EDA), the blood
volume pulse (BVP), the 3-axis acceleration (ACC), and the skin temperature (ST) [18]. Participants were requested
to wear the E4 on their non-dominant hand and to wear it everyday during their wake hours. Our recruitment
and data collection efforts led to a data set with 13 participants, 2260.03 hours of data over 36 unique days.

3.3 Annotated Data

Our annotated data set contains labels from two human annotators for 107.56 hours of the collected data. Each
5-second segment is manually labeled with shape artifact or clean by two human annotators. Each human
annotator spent on average 48 hours to label the data. The size of our data set is larger than data sets used in
similar studies shown in Table 1. We create ground-truth for each 5-second EDA segment based on the agreement
of two human annotators, which we describe in details in Section 6. Our labeling efforts lead to 67318 samples in
the clean class, 8267 samples in the artifacts class and 2642 disagreements.

3.3.1 Subset 1. To test the performance of our automated procedure to new users, we annotate the same amount
of data from all 13 participants. We select four hours of data from each participant and we provide that to human
annotators for labeling. To select the data, we first look at the amount of data collected by each user for each
day. Figure 11 in Appendix A shows the amount of data in hours collected by each user over the period of data
collection. Figure 12 in Appendix A shows the quantity of data collected from all users per hour. Given that the
majority of participants were wearing the device during November 12 to November 15, as show in Figure 11,
and mostly during the morning (e.g., from 09:00 until 13:00) and evening (e.g., from 19:00 to 22:00), as shown in
Figure 12), we randomly select four hours of data from 13 participants either from the morning or evening period
collected during November 12 to November 15. For participants who did not have any data during that week,

1Please contact the last author to make a request for the collected or annotated data sets.
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Table 1. Comparison between our and existing data sets. * — The approaches presented in [10, 66] use the same data set as
n [61]. N/A stands for not available.

Paper Participants Setting Collected Data Annotated Data
Kleckner et al. [36] 20 Home 181 hours 32 hours

Taylor et al. [61], [10, 66]* 32 In-the-lab N/A 1560 samples
Zhang et al. [70] 21 In-the-lab & in-the-wild 23 hours 23 hours

Kesley et al. [34] 10 Hospital N/A 376 samples
Shukla et al. [59] 15 Driving N/A 9056 samples
Our data set 13 In-the-wild 2260.03 hours  107.56 hours

we randomly select the data before or after that week. We report the annotated data for Subset 1 in Table 7 in
Appendix A.

3.3.2  Subset 2. To test the robustness of our automated approach through time, we annotate six days of data
from three subjects. We pick the data on a unique day of the week because the data from the same user on the
same day may contain similar activities, i.e., a user may perform similar physical activities on Mondays. With
this procedure we try to ensure to have data collected from multiple and different ambulatory settings. The
inclusion criteria based on the month of data collection was set to ensure the presence of data with diversity
in the environment temperature. With this procedure we end up with one session collected in October, four
sessions collected in November and one session in December. We report the annotated data in Subset 2 in Table 8
in Appendix A.

4 ELECTRODERMAL ACTIVITY SHAPE ARTIFACTS DETECTION FRAMEWORK

To recognize EDA shape artifacts we setup a binary classification framework. The framework is a pipeline of
signal processing and machine learning techniques that distinguishes shape artifacts from clean parts of the
signal. We first apply a common procedure for pre-processing EDA data similar to the one described in [61]. To
test our approach we obtain ground-truth labels from the agreement of two human annotators, as described in
Section 6. We then segment the EDA signals into 5-second non-overlapping segments. We extract features from
these segments based on the labeling guidelines and features suggested in the literature [61, 70]. We provide
these features as an input to several models. We test the performance of our model using leave-one-user-out and
leave-one-day-out validation procedures. In this section we describe the pre-processing, segmentation, feature
extraction, classification, evaluation procedure and classifier hyper-parameter tuning we followed to perform the
analysis.

4.1 Pre-processing

In the first stage we use raw signals collected from the EDA sensor located on user’s wristband. We filter the
signal using first order Butterworth low-pass filter with a cut-off frequency of 0.6Hz similar to [32] to remove the
high frequency noise fluctuations. Even after filtering there is still a considerable amount of artifacts remaining
in the data, as shown in Section 3.3, confirming our initial assumptions that traditional filtering techniques might
not be effective to remove artifacts that are common in natural settings. As a part of our pre-processing steps, we
further decompose the mixed EDA signal into the tonic and phasic components using the cvxEDA approach
presented in [24], as a common procedure in the literature [13, 20, 29]. In this work we use only the mixed EDA
signal and phasic component because the tonic component does not contain information about the SCRs but
only the overall trend, which is also present in the mixed EDA signal. We then discard the EDA segments with a
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Table 2. Overview of the 37 features used in this work. Statistical features are extracted from both the EDA-mixed and phasic
signals, SCR features from the phasic component and wavelets features from the wavelet coefficients applied in the whole
EDA signal.

Feature group ‘ Features

Statistical” minimum, maximum, mean, median, standard deviation, dynamic range, slope,

(22 features) mean and standard deviation of the first and second derivative

SCR number of peaks, peaks’ amplitude, rise time, half-recovery time, width and

(6 features) area under the curve

Wavelets mean, median, standard deviation of wavelets coeflicients extracted at three different
(9 features)? time scales 4Hz, 2Hz and 1Hz

slope in range [-0.002, +0.002] because we consider them as flat responses, which do not contain for instance
SCRs and hence do not contain shape artifacts. We choose the slope range empirically by visualizing several
parts of the signal. Removal of flat responses leads to an imbalanced data set with 7729 points in the artifacts
class and 8057 in the clean class, which is still comparable or even larger than existing similar data sets e.g., in
[33, 61, 66, 70]. In Appendix B we present results with (Table 12) and without flat responses (Table 9).

4.2 Segmentation

Given that a SCR response lasts between 1 to 5 seconds [3], we divide the EDA traces in 5 second non-overlapping
segments as a common procedure in shape artifacts detection in [36, 61, 70]. The EDA segments might contain
artifacts or clean responses. This segmentation procedure allows us to compare our approach to the existing
work in [36, 61, 70].

4.3 Feature Extraction

We extract 37 features from each 5 second non-overlapping window of EDA that could appropriately characterize
the shape artifacts. Table 2 provides the list of the considered features. To identify artifacts we extract most of the
features suggested in the existing literature [58, 61, 70] and we further extract the features related to the SCR to
be able to distinguish between valid and invalid SCRs. We separate the features into three high level groups, as
suggested in [58], namely, statistical, SCR and wavelet features. We normalize each feature before providing as
input to the classifiers, using the minmax scaler?, as a common pre-processing procedure in [25, 44, 58].

4.3.1 Statistical Features. We first extract 11 statistical features from both EDA-mixed and phasic component
of EDA. We extract the common statistical features including features such as the minimum, maximum, mean,
median, standard deviation as suggested in [56, 58]. To account for changes in the signal we derive the dynamic
range — defined as the difference between the maximum and minimum value in the 5 second segment - [14, 20],
the slope of the signal (estimated with linear regression [29]), mean and standard deviation of the first and second
derivative as in [61, 69]. We expect to observe higher dynamic range in artifacts segments i.e., when EDA rises or
drops too quickly, lower minimum value or higher maximum value i.e., when EDA is out of range.

4.3.2  SCR Features. We extract 6 SCR features from the phasic component of EDA, including the number of
peaks, peaks’ rise time, half-recovery time, amplitude, width and area under the curve. These features specifically
show the characteristics of the SCRs and could have an impact on detecting shape artifacts. SCR features have
been considered in previous work for other detection problems [29, 56, 58], but not specifically for automatic

Zhttps://scikit-learn.org/stable/modules/generated/sklearn.preprocessing. MinMaxScaler.html
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identification of shape artifacts. We expect to observe changes in all of these features between shape artifacts and
clean segments. For artifacts we expect a higher number of peaks within a 5-second segment when EDA changes
too quickly, shorter half-recovery time when SCR drops quickly and shorter rise time when SCR rises quickly.
We extract SCR features using the open-source EDAExplorer * tool, presented in [61]. We set the parameters
for finding features related to the shape of EDA based on SCR specifications presented in [12] and discussed in
Section 6. In particular, we set the rise time or the maximum number of seconds before the apex of a peak to 3
seconds, the half-recovery time or the maximum number of seconds after the apex of a peak to 10 seconds, as in
[12], and the minimum amplitude of the peak at least 0.01 as in [29]. In some cases the half-recovery of the peak
is not found, i.e., when there are overlapping peaks, some of the SCR features, such as e.g., decay time, area under
the peak, contain missing data. We fill the missing data with a special value such as -1, as suggested in [31].

4.3.3 Wavelets Features. Given that EDA signal exhibits non-stationary behavior [58], we extract wavelet
features that might be indicative of sudden changes in EDA [61]. We extract the coefficients of a Discrete Wavelet
Transform (DWT) with the Haar wavelet applied in the EDA signals at three different time scales: 4 Hz, 2 Hz
and 1 Hz as in [61, 70]. We use a Haar wavelet transform since it computes the degree of relatedness between
adjacent points in the signal and it is suitable for detecting edges and sharp changes [61], which are typical
characteristics of changes quickly kind of shape artifacts. From the obtained DWT coefficients we then extract
the mean, median and standard deviation over a 5-second window.

4.4 Classification

To automatically recognize shape artifacts, we investigate several machine learning techniques used in the
literature. In particular we use deep learning techniques — Feed-forward Deep Neural Network (FDNN) [17] -,
linear classifiers — Linear Discriminant Analysis (LDA) and Logistic Regression (LR) —, non-linear classifiers -
Support Vector Machine (SVM), Quadratic Discriminant Analysis (QDA) and k-Nearest Neighbours (kNN) - [44],
and ensemble learning methods — Random Forest (RF) [5], AdaBoost [2], XGBoost [9] — and Decision Tree (DT)
[44]. We explore these different approaches to understand which one recognizes shape artifacts more effectively.
Given that both our subsets of data are imbalanced, with the shape artifacts being the majority class in Subset
1 and clean being the majority class in Subset 2, the accuracy metric is not an adequate metric to measure the
performance of the models [28]. This is because accuracy values could be high if the model classifies all the
data samples as the majority class and ignore the class of interest. For this reason, to compare the performance
of the classifiers, we include as a baseline a "dummy” classifier that always predicts the majority class, as also
suggested in [67]. We refer to this classifier as Baselinel. We further include another "dummy" classifier that does
not consider the distribution of the data, to be able to compare the performance in terms of other metrics such
as e.g., recall and F1. We refer to this classifier as Baseline2. We use the default parameters for all classifiers as
provided by Scikit-Learn® library in Python. We compare the results of the classifier with the baseline and with
existing approaches in literature using a t-test, with a significance level 0.01 as suggested in [30].

4.4.1 Feed-forward Deep Neural Network. We build a Feed-forward Deep Neural Network (FDNN) comprised
of six stacked fully-connected layers — five hidden and one output — each with tanh activation function, and
with the number of neurons on each hidden layer as follows (240, 120, 60, 30, 15). We provide as input to the
FDNN the features we extract from EDA segments. Since we model our problem as a binary classification, to
predict whether a 5-second segment is an artifact or not, we use sigmoid activation function in the last layer of
the network and binary_crossentropy as a loss function, as suggested in [17, 63]. Since our aim is to develop a
model that generalizes to unseen data, we add a dropout layer after each hidden layer, as suggested in [17, 43], to

*https://eda-explorer.media.mit.edu/
Shttps://scikit-learn.org/stable/
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regularize the model and to combat overfitting. We choose these parameters of the network by optimizing the
value of dropout rate (0.1, 0.2), number of epochs (50, 100, 300), batch size (5, 10, 32), activation functions (ReLU,
tanh) and optimizers (ADAM, rmspop). To tune the model we employ a grid search approach that trains the model
for each combination of the explored parameters and evaluates the performance on a held-out validation set [1].
The optimal values of the best model for dropout rate, activation function, optimizer, epochs and batch size are
0.1, tanh, ADAM, 300, 5, respectively. We implement FDNN in Python using Keras® framework with TensorFlow
as a backend engine and monitor the performance of the model using Keras callbacks and TensorBoard’.

4.5 Evaluation Procedure

To evaluate the performance of the models, we follow common procedures in machine learning [17, 44]. We
first divide the data set into train and test using two procedures as follows: (1) leave-one-subject-out and (2)
leave-one-day-out. Given that our final data set is imbalanced, we resample the train set by undersampling the
majority class to the minority class. This ensures that our models learn the representations from both classes.
To resample the data we use the random undersampling technique®. We then divide the train set into train and
validation with a threshold of 0.2 and by shuffling the data before splitting. We keep a separate validation set to
find which model has the best performance as in [61] and to tune the parameters of the classifier. We describe
the two validation procedures in the following sections.

4.5.1 Leave-one-subject-out (LOSO). We perform leave-one-subject-out (LOSO) cross validation to evaluate the
performance of the models, used also in [13, 23, 51, 54, 55, 70]. We keep the data of all subjects, except one, in
the training set and use the remaining subject for testing the performance of the model. We repeat the same
procedure for all the subjects and report the performance of the model as average score across all iterations.
Using this validation procedure, shape artifact and clean segments derived from the EDA signals of a single user
are not contained in the train and test simultaneously. This is a more realistic protocol because the training and
test data are different due to interpersonal variance [28]. Thereby it ensures the generalization of the model to
new subjects because the models are not biased by the characteristics of particular subjects [14, 23].

4.5.2  Leave-one-day-out (LODO). We use leave-one-day-out (LODO) validation to test the robustness of our
system over time. We first separate the data into training and test sets, we keep the data from all days in the
training set except one and the remaining for testing, similar to [28, 40, 60]. We repeat the same procedure until
all the days are used once for testing and report the performance of the classifiers as the average of all metrics.
Since adjacent segments in time-series are not statistically independent, as discussed in [25], we believe the LODO
is an efficient approach to evaluate the performance of the classifiers because it avoids putting the segments of
the same EDA trace in both train and test sets. With this approach we ensure the generizability of our results to
cases when for instance the users might wear the device differently over the days e.g., tighter in one day and
looser in another day. We expect this validation procedure to give better performance for our data set because
data of the same participant may be present both in training and testing set, making the classification task easier.

4.6 Evaluation Metrics

While the final goal of our work is to distinguish between shape artifacts and clean EDA segments, we are
specifically interested to recognize all the artifacts. This is because their presence in the signal might have a
significant impact in the analysis, as demonstrated in [59]. For this reason we consider artifacts as the positive
class. To evaluate the performance of the models, we consider accuracy, precision, recall, F1 score [44] and Cohen

Shttps://keras.io/

https://www.tensorflow.org/tensorboard
8https://imbalanced-learn.readthedocs.io/en/stable/generated/imblearn.under_sampling. RandomUnderSampler.html

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 4, No. 2, Article 44. Publication date: June 2020.


https://keras.io/
https://www.tensorflow.org/tensorboard
https://imbalanced-learn.readthedocs.io/en/stable/generated/imblearn.under_sampling.RandomUnderSampler.html

44:10 « Gashietal.

Kk [11] metrics. Accuracy quantifies the fraction of samples correctly classified by the model. Precision measures
how many of the samples classified as positive are actually positive, in our case how many of the predicted
artifacts are indeed artifacts. Recall quantifies the ability of the classifier to identify all instances in the positive
class, in our case the artifacts and is our metric of interest. The F1 metric is the harmonic mean of precision and
recall [44]. The Cohen x measures the agreement between two annotators by considering not only the accuracy,
but also the degree to which the agreement is due to chance [11]. We consider the Cohen Kappa to compare the
agreement between the classifications generated automatically by our models and the labels generated manually
by human annotators, as also suggested in [36]. This metric allows us to understand how well the model performs
in comparison to human annotators and whether our model could be used to replace them.

4.7 Hyper-parameter Tuning

Within training with the data of all users except one, we perform hyper-parameter tuning on the validation set
using a 10-fold cross validation. We optimize the parameters for XGBoost classifier because it is the classifier
that performs best in the validation set. To tune the classifier we employ grid search algorithm, which trains the
classifier for each combination of the provided parameters and evaluates the performance on a held-out set [1].
The parameter space we explore for XGBoost are: number of estimators, learning rate, maximum tree depth and
gamma, as in [8]. We evaluate the performance of the model, for each combination of the parameters. The model
hyper-parameters that provided the highest recall across the iterations of the LOSO procedure were selected to
train on the full training set and to make classifications.

5 RESULTS

In what follows we report the classification results obtained applying the data analysis steps described in the
previous section to distinguish between shape artifacts and clean segments. We first report the performance of
the classifiers using the LOSO and LODO validation procedures and compare it to the baseline. We then compare
the performance of our approach with existing approaches in literature.

5.1 Performance of all Classifiers and Comparison to the Baseline

Figure 1 (top) shows the classification results for considered classifiers trained using all the features described
in Section 4.4 and applying the LOSO validation procedure in Subset 1. In Appendix B, we include a table with
numerical representation of these results. From the Figure 1 (top), we can observe that in general the ensemble
methods and deep learning classifiers perform better than the others. The deep neural network — FDNN - and
ensemble classifiers - XGBoost and AdaBoost — achieve the highest performance in shape artifacts detection
with a recall of 96%, which is 40 percentage points higher than the performance of Baseline2. The RF achieves
the highest performance in terms of accuracy of 97% which is 40 percentage points higher than Baselinel. RF
and SVM shows the highest precision, with a precision 97%, which is 54 percentage points higher than the
Baseline2. XGBoost achieves the highest F1 (96%), which is 53 percentage points increment from the Baseline2.
The precision, recall and F1 metrics are equal to 0 for the Baselinel because this classifier always predicts the
clean class and hence, the number of predicted true positive samples is always 0. The high performance in terms
of recall and precision shows that we are able to correctly detect 96% of the shape artifacts present in the EDA
signals in Subset 1, but also ensure that out of all predicted artifacts only a small portion — 5% — of clean segments
are miss-classified as shape artifacts. Further, these results show that our approach generalizes well to the data of
new users. This might be because shape artifacts are not user-dependent but rather are similar across different
users. The performance of all classifiers is significantly higher than the baseline according to t-test with p<@.01.

5.1.1 LODO. Figure 1 (bottom) shows the performance of classifiers trained using all the features and LODO
evaluation procedure in Subset 2. In Table 10 in Appendix B, we include a table with numerical representation
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Fig. 1. Accuracy, recall, precision and F1 for all classifiers considered in this work using as input the statistical, SCR and
wavelets features. The reported values refer to the mean of the metrics obtained using the LOSO (top) and LODO (bottom)
validation procedures. Baselinel and Baseline?2 are the baseline classifiers with different strategies. To obtain the exact
values of all the metrics we also include Table 9 and Table 10 in Appendix B.

of these results. Overall the classification results using LODO are slightly higher than when using the LOSO
validation procedure. In particular, the XGBoost classifier has an accuracy of 98%, F1 of 97%, precision of 96%
and recall of 98%, which is 1 or 2 percentage points increment from the classification results using the LOSO
validation procedure. The increment when using LODO validation procedure is expected because the data from
the same participant is present in both train and test sets, which simplifies the problem for the classifiers. In
practice, this protocol may not scale because it requires annotated information for each new participant [28].
However in the presence of partially annotated data from a user, these results show that our approach generalizes
well to the data from a new day, confirming the robustness of our approach over time.

Given that XGBoost and FDNN have a comparable performance in the validation set, in terms of recall, we
further present the results using only XGBoost classifier because not only it identifies shape artifacts in the
validation set well (recall 98%), but also miss-classifies only 2% of clean segments as artifacts (precision 98%).
We present the rest of the results using the XGBoost with optimal parameters (gamma=1, learning_rate=0.1,
maximum_depth=4, number_of_estimators=100).

5.2 Performance of Our Approach in Comparison to Taylor et al. [61]

In this section we compare our approach with Taylor et als [61] approach, to which we refer as EDAExplorer.
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1.0 EEE EDAexplorer WM Our approach
Table 3. Comparison between the EDAExplorerp;pejine [61],
EDAQAp;peline [36] and our approach. Accuracy (A), F1, recall
05 (R) and Cohen « (k) are statistically significant according to
t-test with xp<@.01.

0.0 .
Accuracy Recall Vietric Precision F1 EDAQA[36] EDAEXP]OI‘CI‘[G 1] Our
A 46% 95% (0.03) 97% (0.04)*
Fig. 2. Comparison between the performance of our ap- F1 287 939, (0.04) 97% (0.02)*
proach (using XGBoost) and the EDAExplorer oqe1 pre- 76% 96% (0.05) 96% (0.05)
sented in [61] when classifying our data set. The results 17% 90% (0.07) 98% (0.02)*
show that Taylor et al’s approach does not generalize 0 0; 0 8;% ('0 09) 0 9; (0' 10)*

well to data collected in ambulatory settings.

5.2.1 EDAExploreryjoq.;. We first test the EDAExplorer model robustness and generalization to other data sets.
To do this, we use the publicly available EDAExplorer source code’ to classify the segments of our Subset 1. We
do not use the web-based tool'’ first because we prefer to avoid uploading sensitive data to other servers. Also
EDAExplorer does not support uploading data above a certain size. Figure 2 presents the classification results for
both the EDAexplorer and our approach using the XGBoost classifier. Classification results for EDAExplorer are
accuracy 47%, recall 14%, precision 94%, F1 25%. The performance of XGBoost instead is accuracy 97%, recall
98%, precision 96% and F1 97%. This shows that the XGBoost achieves a significantly higher performance in
comparison to the EDAexplorer for all the metrics. This is rather expected considering that EDAExplorer model
has been trained with a smaller data set in comparison to ours and also the data is collected in the lab, which is
difficult to generalize to the data collected in-the-wild. Indeed, Zhang et al. [70] show that the performance of
artifacts detection classifiers trained with lab data decreases by 9% when tested with data collected in-the-wild.
This is a tough classification task for the EDAExplorer because the model is being tested in two data sets with
different activities, collected in very different settings and with different test subjects. For this reason we perform
and report other comparisons in the following section.

5.2.2 EDAExplorerpgyer. We compare the results of EDAExplorer approach being trained and tested in their
data set collected in laboratory settings, with our approach trained and tested with data collected in ambulatory
settings. While EDAExplorer train the SVM with data collected in a controlled setting and achieve an accuracy of
95.67%, which is 19.67 percentage points higher than their baseline, we train the XGBoost classifier using data
collected in-the-wild and achieve an accuracy of 96%, which is 39 percentage points higher than our baseline
(Baseline2). We compare the performance only with the accuracy metric because is the only reported metric in
[61]. Our approach achieves higher performance using data collected in unconstrained settings, which might
be more difficult to classify given the confounding nature of EDA collected in uncontrolled settings. Further
the validation procedure of EDAexplorer randomly splits the time-series data into train, validation and test set,
meaning that similar data from the same user might be present both in train and test set, making the classification
task easier and the approach less generizable to the data of unseen users, as discussed in [25, 51].

5.2.3 EDAExplorerpijeiine. We then investigate the EDAExplorer pipeline-level robustness by re-implementing
the whole approach described in [61] and train and test it using our data set. To do this, we first extract the
features from the raw, filtered EDA signals and wavelet coefficients. We then use their best features as input
to the SVM classifier to classify our data set. Since several details are missing from their approach, we make

®https://github.com/MITMediaLabAffectiveComputing/eda-explorer/blob/master/EDA- Artifact-Detection-Script.py
Ohttps://eda-explorer.media.mit.edu/
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Fig. 3. Accuracy, recall, precision and F1 for XGBoost Fig. 4. Accuracy, recall, precision and F1 for SVM classi-
classifier using statistical, SCR and wavelets features as fier using the same features as in Taylor et al. [61] and
input and LOSO evaluation procedure. LOSO evaluation procedure.

the following assumptions: we filter the signals using a first order Butterworth low-pass filter with a cut-off
frequency of 0.6 Hz, as we do in our approach. We then extract the wavelet coefficients from participant’s raw
signal since it is not clear whether this is done in the raw or filtered EDA signal. For both the approaches we use
the classifier with the best performing parameters. In particular, for EDAExplorerp;pejine, we use SVM with a
radial basis function (RBF) kernel, =0.1, and C=1000 and for our approach we use the XGBoost with the following
parameters: y=1, learning rate=0.1, maximum depth=4 and number of estimators=100. We use LOSO validation
procedure to evaluate the generizability of their pipeline to new users and compare it to our pipeline. We perform
this analysis using Subset 1 because it contains data from multiple users. Table 3 presents the classification
results for the two pipelines. The increment for the EDAExplorerp;p.jin. performance shows that it is crucial
to train the model using in-the-wild data, as we do in our approach, to ensure robustness and generizability to
different settings and users. We can further see that our approach can identify artifacts with 8 percentage points
higher than the EDAExplorerpipejine. The performance of our approach is higher also for the accuracy, F1 and
Cohen k. The results are statistically significant for recall, accuracy, F1 and Cohen k according to t-test with p
< 0.01. Figures 3 and 4 show the performance of our approach (left) and EDAExplorerp;perine (right) by user.
The standard deviation of the performance obtained across different LOSO folds, in terms of recall and F1, is
slightly higher for EDAExplorerp;peiine than the corresponding standard deviation obtained using our approach.
The instability of the performance of EDAExplorerp;peline can also be observed in Figures 3 and 4. This implies
that our approach is more robust to identify shape artifacts in EDA signals of new users. We believe that the
higher performance for our approach in comparison to EDAEXplorerp;peline is first because we normalize the
features to the same range of [0, 1], as suggested in [7, 17, 21, 44], to avoid the differences among participants,
which might increase classifier’s speed of learning [7]. We then use the XGBoost classifier, which is among the
most powerful machine learning algorithms [7]. We extract the phasic component from the EDA signal, as a
common practice in EDA analysis [3, 12, 16], which allows us to obtain further information from the signal.

5.3 Performance of Our Approach in Comparison to Kleckner et al. [36]
We compare the performance of our approach with the approach presented in [36], to which we refer as EDAQA.

5.3.1 EDAQApgper. We first compare the results of EDAQA approach in their data set collected in ambulatory
settings.To allow this comparison we use the common evaluation metrics for the two approaches, namely accuracy,
Cohen k, and recall (or sensitivity). The EDAQApgye, recall is 91%, which 7 percentage points less than our recall.
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This implies that we can identify shape artifacts better than EDAQApgy.,. The classifications results by XGBoost
agree with human annotators with an accuracy of 97% and Cohen « of 0.93, which is higher than the EDAQApgper,
which has an accuracy of 92% and Cohen « of 0.73. The higher agreement between our model classifications and
human annotators shows that our automatic approach performs slightly better than EDAQApp., in replicating
decisions of human annotators. This implies that we could use our approach to help researchers visually inspect
the signal by highlighting only the parts that need to be inspected, or to automatically recognize them by
embedding our approach in their EDA analysis pipeline. To be able to evaluate the performance of EDAQApye, in
our data set, we re-implement their approach and report the results in the following section.

5.3.2 EDAQAp;peline. We re-implement the rules presented in [36], which are publicly available!!. In particular,
for the first rule we set the range of EDA values to [0.01, 100], which is the allowed range for E4 device [18]
used in our study. We then implement the second rule — EDA changes faster than +10 S/sec. — by calculating the
slope of EDA signal on a point-by-point basis. We do not observe any case in our data set that satisfies this rule.
This is because the rule considers only the extreme cases when EDA signal drops/rises significantly, as shown in
Kleckner et al’s Figure 3 (a, b, ¢, and d), which are not very common in general and might be specific to their
context and users. After personal communication with the authors of [36], we were advised to adjust the rule
based on visual inspection of the data. We thus first look at the EDA slope values in our data set, which ranges
from -0.55 to 0.35. We then manually locate the abrupt peaks/drops in EDA and set the slope threshold to £0.1
S/sec. We consider a 5-min segment as shape artifact if any of the rules is satisfied and clean otherwise. Table 3
shows the accuracy, F1, precision, recall and Cohen « for EDAQAp;pjin.. We can observe that the EDAQAp;peline
can identify only 17% of the artifacts present in our data set. This is first because the EDAQAp;peiine rules capture
only artifacts related to the overall shape of the EDA signal such as e.g., EDA is out of range, or there is an abrupt
drop or rise in the EDA signal. Our systematic literature review, discussed in Section 6, shows that there are also
other types of artifacts related to the EDA peaks such as e.g., peak drops/rises quickly, or when peaks are too
close to each other. Further, this approach needs to be adjusted based on the recording device, study design and
context, by visually inspecting the signals, as we did when re-implementing the rules, which might not scale to
larger studies with multiple participants where each participant has their own EDA baseline.

6 ESTABLISHING GROUND TRUTH FOR ELECTRODERMAL ACITIVITY SHAPE ARTIFACTS

To validate shape artifacts detection framework, we establish a ground-truth for what shape of EDA signal is
considered as artifact and what as clean. We do this in a systematic approach: we first perform a literature review
of existing guidelines to label shape artifacts in EDA signals and then modify existing or add new guidelines
based on knowledge from the literature. We follow this approach because there is no standard manual labeling
procedure to label artifacts and using only the existing guidelines, e.g., in [36, 61, 70] is not enough to capture all
shape artifacts present in ambulatory EDA signals. We then develop a dashboard to allow human annotators
visualize and annotate EDA signals. We provide the guidelines, dashboard and the two subsets of our data set to
two human coders to establish ground-truth labels. In this section we explain each of these steps in detail.

6.1 Method

We conduct a systematic literature review by following the guidelines presented in [46] as well as other papers,
e.g., in [47, 50, 51], to identify articles that deal with identification and removal of artifacts from EDA data. We
use Google Scholar and search for articles that contain at least one of the following keywords in their title:

"electrodermal activity", "artifact”, "artifacts” or "quality". These search criteria resulted in the following Google
Scholar search query: (intitle:electrodermal activity AND (intitle:artifact OR intitle:artifacts

Mhttps://github.com/iankleckner/EDAQA
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Table 4. Overview of the existing and our shape artifacts labeling guidelines. A visual representation of our labeling guidelines
is presented in Figure 5. Note that the EDA peaks specifications are representative of healthy young adults and hence, the
labeling guidelines related to peaks are extracted from this specific population. Whereas, the EDA-related guidelines, used
also in [36, 61, 70] are general to the whole population.

Literature ‘ Our approach
1. EDA is out of range 1.1 EDA is out of range
EDA not within 0.05-60 S [36] When EDA signal value is out of range,
EDA tonic level < 0[61] i.e., not within 0.01-1005?
1.2. EDA abrupt rise
When there is no peak in the EDA signal and EDA
2. EDA changes too quickly rises more than 0.1 S in less than 1 second.
EDA changes faster than 10 S/sec. [36].
A sudden drop of more than 0.1 S in SC [70]. 1.3. EDA abrupt drop

When there is no peak in the EDA signal and EDA
drops more than 0.1 S in less than 1 second.

2.1. Peak drops quickly

EDA peak has a sudden drop of more than 0.1 S

and the half decay time is less than 2 seconds, except
when there are overlapping peaks.

3. EDA peak decay

A peak that does not have an exponential decay,
except when two peaks are very close to each other
in a short time period so that the decay of the first
peak is interrupted by the second peak [61, 70].

2.2. Peak rises quickly
EDA peak has a sudden increase of more than 1 S
in less than 1 second.

2.3. Peaks too close to each other
When there are 3 or more non-overlapping peaks
within a 5 second segment.

OR intitle:quality)). We perform the search through January 2019. We restrict our search only in the article
title because including also the article body returns papers that have discussed the challenge of dealing with EDA
artifacts, but do not actually suggest any approach to remove artifacts. From the results returned by this query,
we select for review articles that were published in English and exclude those that were published before 1980
and were not peer reviewed such as, e.g., thesis. Using the keywords mentioned above, a total of 14 manuscripts
were returned by Google Scholar. We then perform forward and reverse citation to find the articles referenced in
the text of obtained articles and those that cite the obtained articles. Following this procedure, we identify and
analyze 17 studies that met our eligibility criteria. Only three of the reviewed articles provided a set of instructions
to human annotators to identify shape artifacts. One of the authors then extracts labeling instructions from the
final list of articles and compiles guidelines in Figure 5, presented also in Table 4 and adds new guidelines based
on the knowledge from the literature. The guidelines were reviewed and discussed with three other authors. We
then provide a small portion of the data set to two human annotators for labeling in order to verify whether the
guidelines are easy to interpret and adapt the guidelines description accordingly.
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6.2 Labeling Guidelines

Table 4 presents the list of our and existing guidelines from the literature. Each 5-second EDA segment is labeled
as clean or artifact based on guidelines presented in this table. We first define two groups for the rules: (1) rules
related to the overall EDA signal and (2) rules related to the EDA peaks. The rules in the second group are only
valid when there are peaks in EDA signal. To identify cases when electrodes loose contact with the skin or circuit
is overloaded, we add rule 1.1. EDA is out of range, which has been suggested in [36]. We adjust this rule to
the minimum and maximum value measured by the Empatica E4 device used in this study. To identify abrupt
changes in EDA signal, usually caused by electrode or body movement, we add rule 1.2 and 1.3, which are similar
to the EDA changes faster than £10 S/sec rule used in [36] and the A sudden drop of more than 0.1 S/sec in EDA rule
used in [70], but Kleckner et al’s rule accounts for only very huge jumps in the signal, e.g., above £10 S/sec, and
Zhang et al’s rule does not consider the abrupt rise kind of artifacts. We then add rules specific to EDA peaks, to
identify the corrupted peaks. To do this we consider the EDA peaks specifications of the healthy young adults
[3, 12], which specify that a valid EDA peak has an amplitude in range from 0.1 to 1 S, a rise time from 1 to 3
seconds and a half recovery time from 2 to 10 seconds. Considering these specifications, whenever a peak has a
drop of more than 0.1 S in less than 2 seconds (rule 2.1), or has an increase of more than 1 S in less than 1 second
(rule 2.2), or there are 3 or more non-overlapping peaks within a 5-second segment (rule 2.3) is considered as a
shape artifact. Authors in [61, 70] also consider the EDA peak decay among the instructions to label artifacts,
however, their rule is primarily based on visual interpretation rather than the actual time and amplitude of the
EDA peaks. We ask the human annotators to consider these rules whenever the EDA change within a segment is
more than 0.1S because the minimum amplitude of a SCR can be 0.1S as suggested in [12, 59].

6.3 Labeling Dashboard

To allow human annotators visualize and label EDA signals, we design and implement a dashboard, called
EDArtifact. We build the dashboard based on similar existing tools in [36, 61], and provide further functionalities
to make the labeling process and the visual inspection of long EDA traces more efficient. This is because existing
tools, such as e.g., EDAExplorer [61] require to traverse sequentially through all 5-second segments, which is not
feasible for traces collected for several hours or days. To overcome these limitations, we first show the long EDA
traces in different granularity levels, e.g., whole signal, 10 minute windows and 15 seconds, and allow human
annotators to easily navigate through the signal. We also provide the possibility to upload and visualize the
accelerometer sensor data but we do not use it to visually identify shape artifacts because the heuristics we
developed, presented in Table 5, already capture all aspects of shape artifacts. The dashboard could be easily
extended to visualize other contextual information such as, e.g., temperature, physical activities, add other labels
and more. We design the dashboard by trying to avoid the common pitfalls in dashboard design, presented by Few
[15]. For instance we highlight data only when necessary, i.e., to show the label type or the labeling progress, and
we use only a few colors to distinguish different label types such as e.g., red for artifact, yellow for unsure, green
for clean. Given the significant amount of time needed to label long EDA traces, we add features to the dashboard
to make this process smoother by adding a button to mark all segments in a 10-minute window as clean or artifact
and providing zoom in/out functionality to easily inspect the SCRs. We make the dashboard available '* to other
researchers for inspecting long EDA traces. We develop EDArtifact using the Python framework Dash !*, built on
top of Flask, Plotly.js and React.js. We also provide instructions on how to install the dashboard locally.

13The dashboard and installation instructions are available in the following link https://github.com/shkurtagashi/EDArtifact.
4https://dash.plot.ly/
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Fig. 5. Guidelines developed to aid human annotators in the data labeling process. Each of the guidelines
provides an example of possible shape artifacts within a 5-second segment. The examples are related to
the EDA signal in general or more specifically to the EDA peaks.

6.4 Human Annotators

We then provide the data to two human coders, who were not involved in the project, to inspect and mark shape
artifacts in the data. Human annotators reviewed all the data independently and provided manual ratings of all
segments. We assign two labels artifact or clean, as suggested in [61, 61, 66], to each 5-second EDA segment. We
label the segment as artifact — when any of the rules presented in Section 6.2 is satisfied and as clean - if none of
the rules are satisfied. We further provide the unsure option to allow the annotators express the cases when they
are unsure of the label. We however recommended the experts to use this label only in exceptional cases. We then
revise unsure labels manually and assign them to a class. We also provide nine other sub-labels that represent the
shape artifact types, presented in Figure 5. In this study we focus on identification of shape artifacts from clean
segments, while in future work we plan to investigate the identification of specific artifact types.

To measure the agreement between human annotators, we use the percentage agreement and the Cohen
K score as in [36, 61]. Both the metrics measure the total amount of common labels between the annotators,
except that Cohen k considers whether the agreement is due to chance [11, 36, 61]. Table 5 shows the percentage
agreement and Cohen « of the two human coders for each subset and the overall data set before and after flat
responses removal. The average agreement of the two human annotators for the whole data set is 96.62% and
Cohen k 0.84, which is higher than in [61] and comparable to Kleckner et al. [36], even if the latter consider
a more specific subset of artifacts. Given that the agreement between the two human annotators is high, we
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Fig. 6. Example of thermoregulation artifacts in ambulatory EDA signal.

The bottom picture shows the EDA signal over the day. The top picture Agreement Agreement

shows a segment of EDA signal that contains several SCRs. Based on the Data % K % K

specifications of the SCR these peaks are valid, however looking at the Subset 1 94.92% 082 89.81% 078
. (4 . . () .

acceleration sensor data we understand that the physical activity level of
user is high in this window, hence increasing the possibility of having more
responses due to the thermoregulation process rather than other stimuli.

Subset 2 98.01% 0.85 90.96% 0.79
All 96.62% 0.84 90.35% 0.80

consider only the segments where the two human coders agree as ground-truth to evaluate the models. We
discard the segments where annotators disagree because we cannot establish a ground truth for them, thereby,
we cannot assess the performance of the classifier, as also discussed in [61].

7 ELECTRODERMAL ACTIVITY QUALITY INDEX

In this section we explain our approach on first quantifying the impact of shape and thermoregulation responses,
and then defining the EDA quality metric that quantifies the overall quality of the EDA signals. We perform this
part of the analysis on the whole data set — both Subset 1 and Subset 2 — described in Section 3.3.

7.1 Quantifying the Impact of Shape Artifacts and Thermoregulation Responses in Electrodermal
Activity Signals

We perform a statistical analysis to understand the impact of the presence of shape and thermoregulation responses
in EDA measurements. To this goal we first identify a set of most common features used in EDA research such as
e.g., mean, standard deviation, dynamic range, number of peaks, peak’s amplitude, rise time, half-recovery or
decay time, width and area under the curve, which were used in e.g., [13, 14, 20, 22, 23, 26, 28, 29, 53, 56, 58, 61, 69].
We then divide the EDA traces into 5-minute segments and we compute each of the identified features in these
segments. We assume a real-time system processes EDA signals every 5-minutes, as in [26], however this could
easily be adapted to other window lengths. We then divide the features in two groups described in the following
sections and we compare the difference between them using the Kolmogorov-Smirnov test, as in [14].

7.1.1  Shape Artifacts. To understand the impact of shape artifacts, we create two groups of the same data, one
containing the shape artifacts and the other removing them based on the labels of two human annotators. We
remove shape artifacts by setting the EDA level at the specific segments to a missing value. We extract the
features identified from the literature in 5-minute windows before and after artifacts removal.

7.1.2  User’s Movement. To understand the impact of movement in EDA, we first identify the parts with high
intensity movement using the data from accelerometer (ACC) sensor. To process ACC we follow standard
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Table 6. The difference between the EDA features for each factor, 100
namely, shape artifacts, movement and temperature. Features that
are statistically significant according to Kolmogorov-Smirnov test &
are marked with * (xp<0.05, **p<0.01, **x*p<0.001). g o
a
Shape Artifacts Movement Temperature )

Feature Yes No Low High Yes No

mean 1.05 0.32*** 1.05 1.05 1.02 181

std 0.21 0.03*** 023 021 019 068" Fig. 7. The distribution of EDA qual-

drange 1.08  0.17*** 1.10 1.08  1.01 291 *** ityindexin our data set (nean=83. 20,
peaks 11.42 8.20*** 15.27 11.2  11.25 15.57*** std=20.59, min=25.83, max=100). In

rise 1.89  1.96*** 176 1.90* 189 185 this primary investigation of EDA
amp 011 0.05*** 010 011 011  0.24*** quality index, we set the quality index
decay 209 212 199 210* 211 1.821 weights manually as follows: w; = 50,
. ' ' ’ ' ' ' =25, and w3 =25. We plan t
width 288 291 272 289 290 2.62 re = e ane M3 cpen o
035 015 030 035 034 0.66 investigate the impact of different
auc . . . . . .

weights in our future work.

procedures as in [6, 49, 64]. The E4 ACC sensor is configured to measure the acceleration in range [-2g, 2g] -
where g is the gravitational force — with 1/64g unit of acceleration. As a first processing step we convert the unit
to g by dividing with 64, as suggested in [6, 64]. Given that the sampling frequency of the ACC sensor measured
with E4 is 32Hz, we re-sample the acceleration data to the same sampling frequency as EDA sensor (4Hz), as
suggested in [6]. We then calculate the vector magnitude of acceleration using the Euclidean Norm Minus One
(ENMO), suggested in [64], which in formula corresponds to max(+/x2 + y? + z2,0) with x, y and z referring to
the three orthogonal acceleration axes. We compute the orientation angles of each acceleration axis as suggested
in [64]. We split the acceleration magnitude and orientation to 5-minute segments, similar to EDA, and assign
each 5-minute EDA segment in one of the four movement categories defined in [64], namely, sustained inactivity,
inactivity, light physical activity and vigorous physical activity. Since research has shown that moderate or light
physical activity has a small effect of EDA measurement [33], we group the EDA segments with vigorous physical
activity into the high movement group and the other three categories in the low movement group.

7.1.3 Temperature Change. To identify the parts in EDA signal measured during environment temperature
change, we use the data from the skin temperature sensor. We first divide the skin temperature sensor data
into 5-minute segments. We then compute the slope of temperature in each segment to understand whether
the temperature is constant or not. We consider a temperature change when the skin temperature slope is not
in range [-0.001, 0.001], which has been set empirically by visualising temperature sensor data. Based on the
temperature slope, we divide the 5-minute EDA segments in two groups: constant and non-constant temperature
and compute the most common EDA features.

7.1.4 Impact of Shape Artifacts and Thermoregulation Responses. Table 6 shows the difference between the
features in the two groups. We can observe that some of the features used commonly in literature are significantly
different before and after shape artifacts removal, during low and high intensity movement, and during constant
and non-constant temperature change. In particular the number of peaks in a 5-minute window is significantly
lower after shape artifacts removal hinting at the fact that some of these peaks are corrupted. To investigate this
further, we verify whether the difference in the number of peaks before and after artifacts removal is significantly
related to the number of shape artifacts. Figure 8 shows that this correlation is significant based on Spearman
rank correlation (r=0.45 and p<@.001). User’s physical activity intensity movement also impacts the difference

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 4, No. 2, Article 44. Publication date: June 2020.



44:20 « Gashietal.

Delta SCR peaks

0 10 20 30 40 50
Number of artifacts

Fig. 8. Relationship between the dif-
ference in the number of peaks — be-
fore and after artifacts removal — and
the number of artifacts in a 5-minute
window. The relationship is signifi-
cant according to Spearman rank cor-
relation (r=0.45 and p<0.001).

SCR Rise Time
~ N
o o

2

o

30 + + .
0.0 1.0 20 30

Motion Intensity Level

Fig. 9. Distribution of SCR rise time
in 5-minute EDA segments for each
movement intensity level. The differ-
ence between low (level 0, 1 and 2)
and high intensity movement (level 3)
is statistically significant according to
Kolmogorov-Smirnov test (p < 0.05).

EDA Dynamic Range
o - N w e (5] o ~

Constant Non-constant
Temperature Change

Fig. 10. Distribution of EDA dynamic
range for each temperature condition
(constant vs non-constant). The dif-
ference between constant and non-
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(p < 0.001).

between the features. Figure 9 for instance presents the distribution of SCR rise time for each motion intensity
level of the user. The distribution of SCR rise time for motion intensity level 3.0 in comparison to the other levels
is significantly different according to Kolmogorov-Smirnov test (p < 0.01). Figure 10 shows the distribution of
the dynamic range feature in EDA segments with constant and non-constant temperature. We can observe that
the dynamic range for parts of EDA signal where the temperature is constant is significantly lower — according
to Kolmogorov-Smirnov test (p < 0.001) — than for non-constant temperature. Overall these results confirm
that shape and thermoregulation responses have a significant impact in the EDA measurements and should be
removed or considered before further EDA analysis.

7.2 EDA Quality Index

We then use the input from shape artifacts detection framework and thermoregulation responses to define the
EDA quality index. In this section we explain the EDA quality index in more details. First the quality of EDA
signal may be impacted by the amount of shape artifacts (SA) in the window. For instance the higher the amount
of artifacts in a window the lower the quality. We formalize this as the ratio of the number of artifacts in the
5-minute window (n) and the maximum number of artifacts in the window (m). The value of (m) in a 5-minute

window segmentation is 60.

n
SA=4"™
0

We then consider that a thermoregulation responses (TR) might happen when the user’s movement intensity
is high or when the temperature is not constant. We formalize this in terms of the movement level and the

temperature change in the 5-minute window.

where m is the maximum amount of SA in the window and n is the number of SA in m

otherwise

1 if movement level is 3 (vigorous movement) 1 if temperature is not constant

TRy = TR+ =
M T 0 otherwise

0 otherwise

We combine the three factors into a metric EDAgy using Equation 1 and we propose to adjust the EDA data
quality based on them.
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EDAQI =100 — (w;SA + woTRy + w3TR7) (1)

The sum of the weights should be equal to 100, e.g., w; + Wy + w3 = 100. This means that if all the segments in a
5-minute window contain shape artifacts, if the 5-minute window of EDA is collected during vigorous movement
and while temperature change the quality of the EDA signal should be very low or equal to 0.

We implement the EDA quality index and estimate the quality of our data set based on this metric. We first
count the number of shape artifacts — as identified by two human annotators — in a 5-minute window. We also
calculate the movement level and temperature change and adjust the EDA quality index based on Equation 1.
Considering that shape artifacts have a higher impact in EDA features, as shown in Table 2, we set the weight
of the shape artifacts factor higher than for the movement level and temperature change factors, for instance,
w1 = 50, w; = 25, and w3 = 25,. Other researchers might set these weights based on their application of interest.
For instance, if the portions of interest of EDA are during a lot of physical movements such as, e.g., seizure
detection [48], the movement level factor could be ignored w; = @ and the other two factors could be given more
importance. Figure 7 shows the distribution of EDA quality index for our data set. On average the data set has
an EDA quality index of 83.20, with a standard deviation of 20.59. The majority of the data seem to have a high
quality index (equal or above 83.20), which is expected because of the presence of flat responses i.e., when the
user does not show any physiological reaction. However the minimum EDA quality index goes up to 25.83, which
is critical if that part of the EDA data is of interest. In this study we focus on investigating the need for an EDA
quality index and its definition, while we will investigate the impact of the weights for different use cases and the
accepted quality index threshold in our future work.

8 IMPLICATIONS

In this work we show that we can automatically detect shape artifacts in EDA signals with 98%, which is 42
percentage points increment from a baseline classifier. We evaluate our approach on a data set collected in
ambulatory settings — where participants perform completely unconstrained activities — and labeled by two
human annotators. We present a dashboard for labeling long EDA traces, which we make publicly available. We
propose a novel metric that considers the impact of not only shape artifacts, but also environmental temperature
and user’s physical activity in the overall EDA quality.

Our shape artifacts detection framework might be integrated in offline and online systems that monitor EDA. In
particular offline detection of shape artifacts could first eliminate the need for researchers to visually inspect long
traces of EDA signals collected in-the-wild, by for instance embedding our framework in their EDA processing
pipeline to automatically recognize shape artifacts. This would first significantly reduce the amount of time
required to analyze the vast amount of EDA data being collected in-the-wild studies. This is because manual
labeling of data collected over days, weeks or even months is very time consuming for human annotators. Further
manual human annotation is not feasible in real-time systems.

Researchers would then be able to improve their detection tasks by using our EDA quality index to identify
parts of the EDA signal with significant physiological responses. This would make the signal more descriptive of
the actual experience of the user and prevent unreliable or spurious conclusions from the analysis. Researchers
will further be able to automatically assess the EDA quality in a timely manner and spot issues early on when
conducting long term field studies. We anticipate that our approach can also be smoothly integrated in current or
future consumer wearable devices that measure EDA. This would allow to identify unreliable parts of the signal
and to prevent the need for transferring low quality data to the main server used for processing EDA. Further it
would inform the EDA-based intervention systems to not act in inopportune moments or with inappropriate
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content. Overall, our approach will help to advance studies that utilize ambulatory EDA measures, including, but
not limited to studies assessing stress [22], mood [62], engagement [13, 19, 20], or emotions [26].

9 LIMITATIONS & FUTURE WORK

While this work shows promising results in the evaluation of EDA quality, further research is needed to overcome
the limitations of our work. In this section we discuss the limitations related to the EDA shape artifacts detection
and the overall EDA quality, which leave room for future work.

9.1 Electrodermal Activity Shape Artifacts Detection

The first limitation stems from the fixed window segmentation of signals, which may miss the presence of artifacts
that start in one window and end in the other. To avoid this limitation we add new label options, e.g., invalid
left/right, in the dashboard to allow human annotators to identify these cases. We however did not analyze this
data because we do not expect the types of artifacts in those segments to be significantly different from artifacts
already present in our data set and they do not present a large group of cases since the total amount of invalid
left/right is 180 from the total of 77443 in both Subset 1 and Subset 2. Further a segment may contain both a clean
SCR and an artifact and with our approach is not possible to detect them individually. In our future work we plan
to investigate customized segmentation windows and allow the human annotators to select only the segments of
the signal — with variable length — that need a label.

We model the problem of distinguishing between shape artifacts and clean segments as a binary classification
problem, neglecting the type of shape artifact present in signal. In future work we plan to investigate the use of
ensemble methods to train models per type of shape artifact and use a voting mechanism to provide a decision
about the state of the segment.

Our shape artifacts detection framework does not capture the temporal and sequential nature of the data. In
future work we plan to model the temporal aspect of EDA signal by investigating the use of Long Short-term
Memory (LSTM) neural networks, which might more effectively capture representations of the EDA signal.

9.2 Electrodermal Activity Quality Quantification

The first limitation on our EDA quality estimation approach stems from considering several sensors, which might
not be available in all real world scenarios. The latest wearable devices however seem to have this desirable
property by including multiple sensors in one device. Indeed when measuring EDA we should measure both
user’s physical activity and environment conditions in order to have the sound physiological reactions [16].

To estimate the EDA quality we consider only the shape and the thermoregulation responses. Literature shows
that artifacts in EDA signals might be caused also by other environmental conditions such as e.g., air humidity,
or respiration pattern changes e.g., sneezing, deep sights or coughing [3, 4, 16, 36, 57]. Future work should
consider the data from other modalities - i.e., respiration sensors to understand when such respiration pattern
changes happen or environmental sensors that measure the humidity — to quantify the presence of these artifacts.
We however expect that these artifacts are less common than the ones caused by user’s physical activity and
environment temperature changes, as also suggested in [16, 36, 61, 70].

Another limitation of our approach is that we do not show the impact of the EDA quality index. In our future
work we plan to evaluate its impact in a broader EDA-based system such as e.g., stress detection system, by
understanding the relative importance of keeping or discarding the data based on the quality index. We will for
instance consider the incorrect predictions of the system and understand whether they are due to the quality of
the collected data. The ultimate goal of EDA quality index will be to define an appropriate threshold to consider
EDA data for further analysis, as for instance the BioPatch device provides confidence levels for heart rate
measurements [27].
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10 RELATED WORK

In this section we review and summarize the related literature on detection of shape artifacts in EDA signals and
other techniques for overall EDA quality quantification.

10.1 Electrodermal Activity Shape Artifacts Detection

The standard textbook for EDA data collection and analysis suggest to identify and remove artifacts through visual
inspection [3]. This technique cannot scale to the long-term analysis of EDA signals, as e.g., in [25, 35, 36, 47],
which may involve data from several participants over days and months. Additionally, it may be challenging to
identify artifacts due to their high similarity to the genuine physiological responses and it may also be significantly
biased by the individual who performs it. Other standard procedures in the literature to deal with artifacts in
EDA include exponential smoothing (e.g., in [21]) and low-pass filtering (e.g., in [29]). These approaches only
smooth out low amplitude artifacts that are more common in laboratory settings, but are less effective on higher
magnitude responses which are more common in natural settings. They pass the entire EDA trace through the
filter, which may distort the signal and result on removal of physiological responses [52] or modify artifacts
resemble to physiological shapes [27].

Several researchers have addressed the problem of recognizing shape artifacts in EDA signals and have
investigated automatic methods to identify them [35, 36, 59, 61, 66, 70]. Taylor et al. [61], for instance, propose a
supervised learning approach to distinguish between shape artifacts and clean parts of the signal. This approach
has been tested using data of users when performing a set of predefined tasks in a controlled environment.
Further they claim that if shape artifacts remain in the signal when it is analyzed they can be misinterpreted
and skew the analysis. In line with their research we provide statistical evidence that presence of shape artifacts
impacts the EDA features. Kleckner et al. [36] propose a rule-based approach to identify artifacts in EDA. To test
their approach they collect data at home, from a population of children with autism spectrum disorder, and for
only 1.5 hours per day. Further they define four rules which might not effectively distinguish valid SCRs and
invalid SCR-like artifacts. With respect to our work, these approaches might be difficult to generalize to new
contexts or even new users.

Only a few researchers considered testing their approach using data from real world settings [35, 70]. Kesley
et al. [35] suggest using curve fitting and sparse recovery methods to identify and remove artifacts in EDA data.
In contrast to our work, they test their approach on a very small data set with 113 corrupted samples and 264
clean SCRs and use only the phasic component of the EDA signal, which might not capture shape artifacts in
the mixed EDA signal, such as e.g., EDA rises quickly. Zhang et al. [70], on the other hand, investigate the use
of unsupervised learning algorithms for detection of motion artifacts in EDA signals. Their results show that
unsupervised learning algorithms perform competitively to the supervised algorithms presented in [61]. They
test their approach on a data set of 10 hours collected from one person only. They focus specifically on motion
artifacts, and do not consider other types of artifacts such as e.g., EDA out of range. In comparison to these
approaches, we test our approach on the data collected in-the-wild from 13 users and a total of 107.56 hours. Our
final data set contains 67318 clean and 8267 artifacts samples. Besides motion artifacts we also consider other
types of artifacts related either to the overall EDA signal such as e.g., EDA out of range, or specific to SCRs such
as e.g., SCR drops quickly.

In contrast to all the work presented above, where authors investigated the use of simple rule-based algorithms
[36], supervised learning [61], semi-supervised learning [66] or unsupervised learning [70] techniques, we build
upon their work and investigate the use of ensemble and deep learning techniques, the latter have shown to
be efficient in other tasks [49], but have not previously been explored for this problem. Only Zhang et al. [70]
investigate multilayer perceptron (MLP) with two hidden layers, however as discussed in [17] this approach can
be still thought as a shallow learning. We build upon their work and further investigate more complex deep neural
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networks with five hidden layers and show that they can effectively detect shape artifacts with 98% recall, which
is 42 percentage points higher than the baseline classifier. Further some of the existing approaches, e.g., in [61, 66],
randomly split the data into train, validation and test sets and do not consider the dependence and similarity
between adjacent segments in time-series, as discussed in [25, 51], which might hamper the generalizability of
their approach. In contrast we train and test our approach using leave-one-day-out and leave-one-subject-out
evaluation procedures to ensure the robustness of our approach over time and to new users.

10.2 Electrodermal Activity Quality Quantification

Publication Recommendations for Electrodermal Measurements [16] suggest to account for movement and environ-
mental factors when measuring EDA in order to keep only data about significant physiological events. Healey et
al. [26] for instance remove the data portions when user’s physical activity level exceeded strolling to prevent
confounding factors in the data analysis. Very few approaches consider these factors to evaluate the quality of
EDA signals [36, 70]. Zhang et al. [70] consider the data from accelerometer sensor for identification of shape
artifacts. Their results show no significant improvement on detection of shape artifacts using features from
accelerometer sensor. We believe this is because movement not only causes shape artifacts, but also generates
physiological peaks that resemble genuine physiological responses but are not caused by the electrodermal system
itself. Indeed shape artifacts can be effectively recognized using the EDA singal alone, as we have also shown in
our work. Kleckner et al. [36] use data from temperature sensor to account for times when EDA sensor is not being
worn or has not been worn long enough by looking at the temperature range. We also investigate accelerometer
and temperature sensor data to evaluate the quality of EDA signal, however, in comparison to all the work above
we suggest to consider not only shape artifacts but also thermoregulation responses that may cause SCRs that
resemble physiological responses cause by other systems. In this manner we suggest a novel metric - EDApr -
that considers both the movement and environmental conditions. Indeed Xu et al. [68] show that physiological
data collected when participants are at rest achieve the highest accuracy on emotion recognition. They show that
user’s movement influences the physiological signals, among them EDA, and therefore it influences the results of
the emotion recognition system.

11 CONCLUSION

In this paper we present an automatic approach to detect shape artifacts and to quantify thermoregulation responses
in the electrodermal activity signals collected in natural settings over the day. To detect shape artifacts we first
propose a systematic approach to manually label the physiological signals and to create gold-standard labels. We
then suggest to extract not only features used in the literature, e.g., statistical and wavelets, but also features
related to the shape of EDA signal. We use these features as input to deep neural networks, ensemble, linear
and non-linear classifiers. We train the classifiers using data from 13 users, with 7729 samples in the artifacts
class and 8057 in the clean class. To train the classifiers we create ground-truth labels based on the majority
voting of three human annotators. We achieve a recall of 98% using the XGBoost classifiers, which corresponds
to an increment of 42 percentage points from the baseline classifier. We test the generizability of our results
for instance to a new user and show similar performance. We further suggest to consider also thermoregulation
responses that may look like actual physiological responses but are caused by other systems, i.e., user’s motor or
thermorregulation system. In this manner we suggest a novel metric to quantify both the presence of shape and
thermoregulation responses for an overall estimation of the EDA signal quality. Overall our findings suggest that
we can replace human annotators or significantly reduce their effort to visually inspect the data. Our approach
may further be embedded in an online manner for automatic data quality assessment.
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A DATASET

To aid reproducibility, as discussed in [41], we report details about our collected and annotated dataset. Figure 11
shows the amount of data collected by each participant per day. Figure 12 shows the amount of data collected by
hour of the day. Table 7 and Table 8 present the annotated sessions by user, day and time of the day for Subset 1
and number of hours per day for Subset 2.
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period of data collection. lected data by hour.

Table 7. List of annotated sessions in Subset 1.

User Day Time of day

Po1 8 morning Table 8. List of the annotated sessions in Subset 2.
Po2 8 evening

Po3 14 evening User Day Hours

P04 4 evening P03 8 8

P05 11 evening 12 7

Poo6 32 evening

Po7 11 morning Po6 16 12

P08 8 evening o4 4

P09 16 morning

P10 11 evening P09 32 11

P11 12 evening Total 6 days 55.56 hours

P12 9 morning
P13 10 morning

Total 52 hours
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B RESULTS

In this section we report numerical representations of the results presented in Section 5 and additional experiments
performed in our data set. We provide details about each experiment in the table description.

Table 9. Accuracy, recall, precision and F1 for all classifiers considered in this work using as input the statistical, SCR and
wavelets features. The reported values refer to the mean of the metrics obtained using the LOSO validation procedures and

Subset 1.
Classifier Accuracyy F1y Precisiony Recally Accuracy F1 Precision Recall Cohen’s k
AdaBoost 0.97 0.97 0.97 0.97 0.96 0.95 0.95 0.96 0.90
Baselinel 0.50 0.00 0.00 0.00 0.57 0.00 0.00 0.00 0.00
Baseline2 0.51 0.51 0.50 0.51 0.49 0.43 0.42 0.56 -0.02
DT 0.96 0.96 0.96 0.97 0.93 0.92 0.91 0.93 0.84
LDA 0.85 0.82 0.96 0.72 0.83 0.75 0.81 0.78 0.61
LR 0.94 0.94 0.99 0.89 092 0.88 0.90 0.89 0.81
QDA 0.94 0.93 0.96 0.91 0.78 0.75 0.72 0.94 0.58
RF 0.97 0.97 0.97 0.97 0.97 0.95 0.96 0.94 0.92
SVM 0.89 0.87 0.99 0.78 0.90 0.83 0.96 0.76 0.73
XGBoost 0.98 0.98 0.98 0.98 0.96 0.96 0.95 0.96 0.91
kNN 0.96 0.96 0.97 0.94 0.90 0.86 0.84 0.92 0.74
FDNN 0.97 0.97 0.97 0.98 0.94 091 0.89 0.96 0.85

Table 10. Accuracy, recall, precision and F1 for all classifiers considered in this work using as input the statistical, SCR and
wavelets features. The reported values refer to the mean of the metrics obtained using the LODO validation procedures and

Subset 2.
Classifier Accuracyy F1y Precisiony Recally Accuracy F1 Precision Recall Cohen’s x
AdaBoost 098 0.98 0.99 0.98 0.98 0.97 0.96 0.98 0.95
Baselinel 0.49 0.00 0.00 0.00 0.68 0.00 0.00 0.00 0.00
Baseline2 0.51 0.51 0.52 0.50 0.50 0.38 0.32 0.49 -0.01
DT 0.97 0.98 0.98 0.97 097 0.95 0.93 0.97 0.92
LDA 0.87 0.86 0.96 0.78 090 0.84 0.90 0.79 0.77
LR 0.96 0.96 0.99 0.94 096 0.94 0.95 0.94 0.91
QDA 095 0.95 0.94 0.96 091 0.88 0.83 0.96 0.81
RF 0.98 0.98 0.98 0.98 0.98 0.97 0.96 0.98 0.95
SVM 0.92 0.91 0.97 0.86 093 0.89 0.95 0.85 0.84
XGBoost 0.98 0.98 0.98 0.98 0.98 0.97 0.96 0.98 0.96
kNN 0.96 0.96 0.97 0.94 096 0.94 0.94 0.94 0.91
FDNN 098 0.98 0.98 0.98 0.97 0.96 0.94 0.97 0.94
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Table 11. Accuracy, recall, precision and F1 for all classifiers considered in this work using as input the statistical, SCR and
wavelets features. The reported values refer to the mean of the metrics obtained using the LOSO validation procedures and

Subset 1 and Subset 2.

Classifier Accuracyy F1y Precisiony Recally Accuracy F1 Precision Recall Cohen’s x
AdaBoost 0.98 0.98 0.98 0.98 0.97 0.97 0.96 0.98 0.93
Baselinel 0.50 0.00 0.00 0.00 0.57 0.00 0.00 0.00 0.00
Baseline2 0.50 0.50 0.50 0.49 0.51 0.42 0.43 0.49 0.00
DT 0.97 0.97 0.97 0.97 098 0.97 0.97 0.98 0.94
LDA 0.84 0.82 0.95 0.72 0.85 0.77 0.81 0.82 0.64
LR 0.95 0.95 0.98 0.91 092 0.88 0.86 0.94 0.80
QDA 094 0.94 0.95 0.92 0.77 0.75 0.71 0.96 0.59
RF 0.98 0.98 0.98 0.98 098 0.98 0.98 0.97 0.96
SVM 0.90 0.89 0.99 0.81 0.90 0.86 0.89 0.88 0.76
XGBoost 0.98 0.98 0.98 0.98 0.99 0.99 0.98 0.99 0.97
kNN 0.96 0.96 0.98 0.95 091 0.86 0.83 0.96 0.78
FDNN 098 0.98 0.98 0.98 0.99 0.99 0.98 0.99 0.97

Table 12. Accuracy, recall, precision and F1 for all classifiers considered in this work using as input the statistical, SCR and
wavelets features. The reported values refer to the mean of the metrics obtained using the LOSO validation procedures and
Subset 1 and Subset 2, including flat responses.

Classifier Accuracyy F1y Precisiony Recally Accuracy F1 Precision Recall Cohen’s
AdaBoost 0.99 0.99 0.99 0.99 0.96 0.81 0.78 0.99 0.80
Baselinel 0.50 0.00 0.00 0.00 0.84 0.00 0.00 0.00 0.00
Baseline2 0.50 0.50 0.50 0.50 0.50 0.19 0.16 0.51 0.00
DT 0.98 0.98 0.98 0.98 097 0.79 0.75 0.98 0.78
LDA 0.87 0.86 0.95 0.79 0.94 0.60 0.59 0.85 0.56
LR 0.97 0.97 0.98 0.96 0.98 0.75 0.70 0.97 0.74
QDA 0.96 0.97 0.94 0.99 0.89 0.56 0.49 0.99 0.53
RF 0.99 0.99 0.99 0.99 0.98 0.82 0.78 0.99 0.81
SVM 0.96 0.96 0.98 0.93 0.98 0.76 0.72 0.95 0.75
XGBoost 0.99 0.99 0.99 0.99 0.98 0.82 0.79 0.99 0.81
kNN 0.98 0.98 0.98 0.98 0.98 0.70 0.64 0.98 0.69
FDNN 0.99 0.99 0.99 0.99 0.98 0.82 0.79 0.99 0.81

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 4, No. 2, Article 44. Publication date: June 2020.



44:28 « Gashiet al.

Table 13. Accuracy, recall, precision and F1 for all classifiers considered in this work using as input the statistical, SCR and
wavelets features. The reported values refer to the mean of the metrics obtained using the LOSO validation procedures and
Subset 1, but with different ground-truth labels by considering a 5-second segment as artifact when at least one human
annotator said is an artifact and clean otherwise.

Classifier Accuracyy F1y Precisiony Recally Accuracy F1 Precision Recall Cohen’s k
AdaBoost 0.95 0.95 0.95 0.94 0.90 0.87 0.92 0.89 0.78
Baselinel 0.50 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00
Baseline2 0.49 0.49 0.49 0.49 0.51 0.49 0.51 0.52 0.02
DT 0.93 0.93 0.93 0.93 0.90 0.86 0.89 0.86 0.77
LDA 0.82 0.79 0.95 0.67 0.79 0.72 0.82 0.69 0.53
LR 0.91 0.90 0.98 0.84 0.85 0.80 0.87 0.81 0.67
QDA 0.90 0.89 0.94 0.84 0.80 0.79 0.78 0.88 0.56
RF 0.94 0.94 0.96 0.93 0.90 0.86 0.93 0.86 0.77
SVM 0.84 0.82 0.98 0.71 0.81 0.72 0.93 0.64 0.57
XGBoost 0.95 0.95 0.96 0.95 0.91 0.88 0.95 0.88 0.81
kNN 0.93 0.92 0.95 0.90 0.86 0.80 0.83 0.83 0.67
FDNN 0.95 0.95 0.95 0.94 0.85 0.80 0.83 0.88 0.71

Table 14. Accuracy, recall, precision and F1 for all classifiers considered in this work using as input the statistical, SCR and
wavelets features. The reported values refer to the mean of the metrics obtained using the LODO validation procedure and
Subset 2, but with different ground-truth labels by considering a 5-second segment as artifact when at least one human
annotator said is an artifact and clean otherwise.

Classifier Accuracyy F1y Precisiony Recally Accuracy F1 Precision Recall Cohen’s k
AdaBoost 0.95 0.95 0.95 0.95 095 0.93 0.92 0.95 0.89
Baselinel 0.50 0.00 0.00 0.00 0.62 0.00 0.00 0.00 0.00
Baseline2 0.50 0.50 0.50 0.51 0.51 0.44 0.39 0.51 0.02
DT 0.94 0.94 0.94 0.94 0.93 091 0.89 0.93 0.84
LDA 0.84 0.82 0.95 0.72 0.87 0.81 0.90 0.74 0.71
LR 0.94 0.93 0.97 0.90 094 0.91 0.94 0.90 0.86
QDA 0.91 0.91 0.94 0.88 0.89 0.86 0.87 0.88 0.77
RF 0.96 0.95 0.96 0.95 0.95 0.94 0.94 0.94 0.90
SVM 0.89 0.87 0.96 0.80 0.90 0.85 0.94 0.78 0.77
XGBoost 0.96 0.96 0.95 0.96 0.96 0.94 0.94 0.95 0.91
kNN 0.93 0.93 0.95 0.91 0.92 0.90 0.90 0.90 0.84
FDNN 0.95 0.95 0.95 0.95 095 0.93 0.92 0.95 0.89
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